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Abstract. Computer assisted navigation is a widely adopted technique
in neurosurgery and orthopedics. In general, the used tracking systems
are applicable to multiple situations. However, these general-purpose
devices are costly and in case of unusual laboratory applications, a ded-
icated solution often shows a better performance. In this paper, we pro-
pose a cost-effective 3D navigation system for the augmented reality
assisted brain tumor extraction in mice, used for cancer research. Off-
the-shelf camera 3D reconstruction algorithms are used to individually
track a target and a surgical tool. Relative to its costs, the experiments
showed an excellent navigation error of 0.48 mm ± 0.25 mm.
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1 Introduction

According to the World Health Organization, cancer is a leading cause of
death and its prevalence is increasing [12]. Although state-of-the-art oncology
is steadily progressing, one of two patients loses the fight against cancer. Cur-
rent research is tackling the illness at multiple fronts. The main effort targets
the design of new drugs, proliferation, the improvement of radiotherapy meth-
ods, and the development of sophisticated surgical interventions. To improve
the effectiveness of cancer therapies, a better understanding of cancer is highly
important. For example, vessel parameters such as diameter and tortuosity are
suspected to play a crucial role in the angiogenesis of cancer and therefore also
for anti-angiogenic therapies. For the quantification of these vessel parameters,
sophisticated 3D imaging techniques are necessary.

In vivo measurements are highly desired, but do not yet provide sufficient res-
olution. Furthermore, typical absorption-contrast micro-computed tomography
(μCT) is not applicable as the contrast for soft tissues is too small for segmen-
tation, and magnetic resonance tomography (MRT) is not yet able to visualize
the smallest capillaries (diameter ∼ 5µm) due to lack of resolution.
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In the mouse model, one approach to overcome these issues is to use vas-
cular corrosion casting, where the mouse is perfused with Heparin, followed by
a polyurethane mixture as described in [6]. The remaining tissue is removed
from the polymer specimen with a formic acid solution. Following a standard
protocol, synchrotron radiation-based micro-computed tomography (SRμCT) in
absorption-contrast mode [8] or, as shown recently, high-resolution laboratory
CT [11] is subsequently used for imaging the specimen. However, this approach
is only reliable for tumors at early stages.

A second approach is to use in-line phase-contrast SRμCT [10], a technique
known for much better discrimination of soft tissues compared to standard
absorption-contrast μCT, even without staining. For this technique, however,
the spatial resolution of the acquired tomograms highly depends on the specimen
size, such that scanning a smaller object enables achieving a higher resolution.
The detectors at the synchrotron beamlines typically deliver an image with a
fixed size of 2000 × 2000 pixel. Thus, when scanning the whole mouse brain of
about 15 mm size, a spatial resolution of 7.5µm can be reached. This is not
enough to visualize the tumor’s capillaries. An obvious solution is to measure
only the brain part in which the tumor is located. In laboratory mice, the tumors
of interest reach a diameter of approximately 2 mm. Extracting them from the
brain into specimen of the size of 3mm, the spatial resolution is increased by
a factor of 5 and reaches 1.5µm. This enables the visualization of the smallest
capillaries, which feature diameters on the level of micrometers.

In this paper, we describe a novel approach to perform such a tumor extrac-
tion based on the combination of MRT and computer vision. In particular, a
dedicated high resolution MRT device is used to localize the tumor within the
mouse brain. Then, a single video camera is used to simultaneously track the
brain and a dissection tool. To increase usability and enable a seamless integra-
tion into the surgical workflow, an intuitive augmented reality (AR) visualization
technique is used. Figure 1 depicts an overview of the whole workflow.

Existing medical 3D navigation systems are highly adaptable and can be
used for a multitude of navigation tasks. An accurate and common tracking
technology is based on optical stereo frames operating in the infrared spectrum.
Such systems achieve submillimeter accuracy in a relatively large measurement
volume [2]. Therefore, they are good potential tracking solutions for our appli-
cation, too. However, these devices are bulky and expensive. By contrast, we are
going to present a compact navigation system that achieves comparable results
for a fraction of the costs.

2 Materials and Methods

2.1 Specimen Preparation

The tumor samples are gained from mice. At the age of two months, gliome
murine cells (GL261) are injected into the brain of a mouse. The mouse is
sacrificed 12 days after the injection. At this stage, the tumor has reached a
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Fig. 1. Workflow from farming the tumor
up to 3D reconstruction. This paper is
mainly about the tumor localization and
extraction. The red dot indicates the tumor
(Color figure online).

Fig. 2. Setup of the navigation
system. Curved arrows denote
affine transformations and the red
dot indicates the tumor. In the
upper left, a chessboard and its
spanned coordinate system are
shown (Color figure online).

diameter of approximately 2 mm. The target region – cancerous cells – is then
extracted from the brain with our newly developed navigation system.

2.2 Navigation System

The setup of the proposed navigation system is shown in Fig. 2. The base plate
carries a container for the whole mouse brain. To trepan the tumor from the
mouse brain, the probe tool is used. A third part is a camera, which establishes
an accurate spatial relationship between the base plate and the probe tool.

In the following, we are going to describe each part of the navigation pipeline
in detail, covering deployed materials and algorithms. To familiarize the reader
with our nomenclature, we would like to explain briefly the term affine transfor-
mation. An affine transformation describes a rotational and translational rela-
tionship between two coordinate systems (CS) and can be compactly represented
by a 4 × 4 matrix in the 3D case. The notation XTY denotes an affine trans-
formation matrix that transforms a point expressed in the {Y } CS YP into a
position relative to the {X} CS XP . The actual transformation from YP to XP
is carried out using matrix–vector multiplication:

XP = XTY · YP .
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2.3 Video Camera

The MQ013CG-E2 digital camera from XIMEA GmbH (Münster, Germany)
was used, which delivers images of the size of 1280 × 1024 pixel. As a lens, the
002915 from Tamron (Saitama, Japan) with a focal length of 8mm is used.
Using the notation introduced in Fig. 2, the camera image is processed in order to
recover the two dynamic affine transformations CTP and CTS , where CTP is the
transformation from the probe tool to the camera and CTS is the transformation
from the base plate to the camera.

To understand the methods of estimating a 3D transformation from a single
camera image, it is necessary to have a closer look at the pinhole model, which
is used to describe a projective camera. The projective transformations for CTP

and CTS are defined as

Pu ∝ K · CTP · PX and Su ∝ K · CTS · SX,

where K are the intrinsic camera parameters, Pu is the 2D pixel location of the
projected 3D point PX, and Su is the respective projection of SX. Those pairs are
called 2D–3D point correspondences and can be robustly created and recovered
by using simple and detectable patterns. The ∝ sign indicates proportionality,
because the projected pixel coordinates are usually normalized to [u, v, 1]T .

Initially, K has to be determined. These parameters describe the projective
behavior of the camera and are determined only once. A common camera cali-
bration method is based on using multiple 2D–3D point correspondences created
from planar calibration patterns [13], e. g. chessboard patterns. In addition to K,
this calibration algorithm also estimates non-linear lens distortion parameters,
such as tangential distortion and radial distortion.

Tracking an object with a calibrated camera is very similar to the calibration
process itself. The 2D–3D point correspondences are created by extracting the
2D coordinates from the camera image and connecting them with the chosen 3D
coordinates of the pattern. Based on these correspondences, an iterative method
using Levenberg-Marquardt optimization is applied to estimate the extrinsic
camera parameters, in particular the affine transformations CTP and CTS .

Camera Calibration Error and Tracking Error. The camera calibration
[13] and the object tracking algorithm [3] both have residual errors. Several
error measures can be applied to quantify the quality of the found solution [4].
A commonly used measure is the backprojection error EB , which represents the
average pixel error in the image: The computed solution is used to project the i-
th 3D point YXi of the 2D–3D point correspondences to the image plane. These
projections u′

i are then compared with the recorded 2D pixel coordinates ui

taken from point correspondences. If there are N 2D–3D correspondences, then

EB =
1
N

N∑

i=1

∥∥ui − u
′
i

∥∥ with u
′
i ∝ K · CTY · YXi.
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In general, the calibration error and tracking error depend heavily on the
applied equipment and the scene itself. For further detail, we refer the reader to
[7], where a comprehensive error estimation for single camera tracking systems
is described.

2.4 Probe Tool

The probe tool is used to trepan the tumor from the mouse brain. The user
brings the tool into the right pose by following the guidance instructions of our
navigation system (Sect. 2.6).

In reference to Fig. 2, the missing tool tip position PL, expressed in the {P}
CS, can be found by the algorithm described in [9]. However, since the exact
orientation of the tool’s chessboard CS is known, a better method to determine
PL is simply measuring the translation, e. g. by using a sliding calliper.

2.5 Base Plate and Brain Container

The complete brain of the mouse is surgically removed and put into the brain
container. The location of the tumor Q is measured using a dedicated high reso-
lution MRT device (PharmaScan 47/16, Bruker BioSpin, Ettlingen, Germany).
Using the container shape, the MRT origin can be aligned with the CS {B}
easily, at the same time providing the tumor location BQ in {B}. To enhance
the visibility of the container itself on the MRT image, we place it in a water
bath during the scan.

The base plate has a slot to plug in the brain container. Since both geometries
and the orientation of the base plate’s chessboard are known, the rigid transfor-
mation BTS can be measured very precisely. In a more complex situation, e. g. if
the construction data of the base plate is not available, one could apply a 3D–3D
registration as described in [1].

2.6 Augmented Reality Assisted Navigation

Once all affine transformations of the navigation system are known, the remain-
ing task is to generate the navigation view. Since we use an AR user interface,
it makes sense to choose the camera as the common CS. In reference to Fig. 2,
the probe tool tip PL and the tumor location BQ are transformed to {C} by

CL = CTP · PL and CQ = CTS · BTS
−1 · BQ.

The tumor location CQ is visualized on the camera image using the camera cali-
bration. Furthermore, the user gets updated with the current distance from the
tool tip to the tumor, dT =

∥∥CL−CQ
∥∥, by means of a dynamically scaled vertical

bar that we overlay on the camera image. Figures 3 and 4 give an impression of
the AR assisted navigation.
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Fig. 3. AR visualization I: The base
plate with the brain container is on the
left; a vertical green bar displays the
distance dT , the augmented green dot
indicates a simulated tumor location.
The probe tool is on the right (Color
figure online).

Fig. 4. AR visualization II: The chess-
board coordinate system frames {B},
{S}, {P}, and the probe tool’s ori-
entation are overlaid. The distance
dT becomes smaller with the tool tip
approaching the tumor location.

3 Experiments and Results

In this section, we determine the precision and accuracy of our method under
several aspects. The used hardware is as presented in Sect. 2. For the following
experiments, a camera calibration with a backprojection error EB = 0.2 pixel
was used. The calibration was performed based on 20 different chessboard poses
and setting the tangential distortion to zero.

3.1 Transformation Robustness

In this experiment, our goal is to estimate the robustness of the proposed tracking
method. In particular, two chessboards with a known, rigid transformation in
between them are simultaneously tracked (Fig. 5). The estimated transformation
between both chessboards can be quantitatively compared against the true one.
This is done from several different camera poses.

The first chessboard has 4 × 5 fields and spans the CS {X}. The second
board has 4 × 3 fields and spans the CS {Y }. Both have square fields, each with
a length of 3 mm. The rigid transformation XTY between the two chessboard
CSs was chosen so that there is no rotation, but only a translation of 30.0 mm.
The transformations from each chessboard to the camera CS {C}, CTX and
CTY , are recovered from the camera image. Therefore

XTY = CTX
−1 · CTY .

In the following, this transformation is estimated fromNq = 25different camera
poses. Each transformation XTY q is compared with the true transformation XTY t.
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Fig. 5. Transformation robustness
experiment setup.

Fig. 6. Transformation robustness
experiment results.

The differences can be split into a rotational part ΔΘq and a translational part
Δtq. We compute ΔΘq by the inner product of unit quaternions [5] and Δtq by the
difference of the CS offsets, as

ΔΘq =arccos
(∣∣q

(
r
(
XTY t

))·q (
r
(
XTY q

))∣∣), Δtq =
∥∥t

(
XTY t

) ∥∥ − ∥∥t
(
XTY q

) ∥∥.

The function q(.) converts a rotation matrix into a 4×1 quaternion, r(.) extracts
the 3 × 3 rotation matrix from the transformation and t(.) returns the 3 × 1
translation component.

The distance dq between the camera and the tracked pattern has an influence
on the accuracy [7]. In our case, dq is the average distance from both chessboards
to the camera and is computed like

dq =
1
2

(∥∥t
(
CTXq

) ∥∥ +
∥∥t

(
CTY q

) ∥∥)
.

Results The results can be seen in Fig. 6. The mean translation error is 0.20 mm
and has a standard deviation of 0.25 mm. The average rotation error is approx-
imately 0.035 rad (2◦). The experiments were performed within a camera dis-
tance range of 100 mm to 200 mm. However, the supposed correlation between
the camera distance and the corresponding errors is not observed. The model
for a theoretical error estimation of a single camera navigation system [7] does
not consider an equivalent situation, thus a comparison is difficult. But it shows
that the determined rotation errors and translation errors are plausible.

3.2 Navigation System Accuracy

In the above experiment, we determined the precision and robustness of tracking
two chessboards. Regarding the proposed system (Fig. 2), this only corresponds
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to the transformations CTS and CTP . In the following, the accuracy of the whole
navigation system is assessed.

The transformations BTS and PL are known from the construction data or
are determined by physical distance measurements. CTS and CTP are estimated
based on the camera image. We determine the overall navigation accuracy by
defining a known point in the CS {B}, denoted as BQ, and by pointing the tip
of the probe tool at it. This correlates with the actual task of a navigated tumor
extraction. Figure 4 is a snapshot of this experiment. The green dot is the point
BQ. By using the complete affine transformation chain of our navigation system,
the probe tool tip’s location PL is then transformed to BL, the tip’s position
expressed in the CS {B}. The Euclidean distance of the computed tip position
BL from its reference location BQ can be considered as the navigation error EN .
It is given by

EN =
∥∥BL − BQ

∥∥ with BL = BTS · CTS
−1 · CTP · PL.

The marker for the base plate is a 4×5 chessboard that spans the CS denoted
as {S}. The probe tool is tracked via a 4×3 chessboard that spans the CS denoted
as {P}. Both chessboards have square fields, each with a length of 3 mm.

Results The experiment was repeated 25 times within a camera distance range
of 100 mm to 200 mm. The average navigation error EN is 0.48 mm with a
standard deviation of 0.25 mm. This corresponds to the accuracy observed with
commercial medical navigation systems using a pointing tool [2]. However, our
measurement volume is much smaller but adequate for the problem at hand.

3.3 Brain Extraction

The navigated tumor extraction (Fig. 7) was tested on two mice and two mock
objects, where the tumor was built from modeling clay surrounded by soft paraf-
fin simulating the brain tissue. An experiment is qualitatively rated following to
the amount of the tumor which was trepanned from the brain. We introduce the
labels Complete, Partial and Off Target tumor extraction.

Results. The two experiments with the mock objects resulted in complete tumor
extractions. Both experiments with mice led to partial tumor samples (Fig. 8).
This difference could be explained with the observation that the real brains slightly
moved and got deformed at the moment the probe tool punctured the brain sur-
face, whereas this was not the case with the mock objects. In general, it is impor-
tant to notice that our navigation system is on the edge of meeting the required
accuracy for a complete tumor extraction. Sampling a target with a 2 mm diameter
using a sampling tool that has a diameter of 3 mm requires an accuracy ≤ 0.5 mm.
The experiment above showed that we reach 0.48 mm ± 0.25 mm.
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Fig. 7. Tumor extraction from a real
mouse brain using the proposed naviga-
tion system. The experiment took place
at the Animal Imaging Center of ETH
Zurich.

Fig. 8. Reconstructed slice with
3 mm diameter using inline phase
contrast SRµCT (pixel size 1.9µm).
The dark area represents the par-
tially extracted tumor.

4 Conclusion

In this paper we proposed an AR navigation system applicable for guided brain
tumor extraction in mice. The achieved accuracy of 0.48 mm combined with its
relatively low cost opens up possibilities for using the system in other fields.
However, for the presented task it would be useful to enhance the accuracy. The
current system is operated with one camera and the tracked patterns are planar.
A better accuracy can be achieved by using two cameras, which together form
a stereo frame. The drawback with the latter approach is the reduced field of
view, because both cameras need to spot the patterns. Another solution could be
the usage of non-planar patterns. In theory, this enhances the 3D reconstruction
accuracy [7]. The disadvantage is the complexity of constructing such a pattern.
Our current research is focusing on this challenge.
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